|  |
| --- |
| **1. 주제: 만화 번역 프로그램**  **(가)분반, 1팀, 학번: 20241985, 20231958, 20243302 이름: 조혁진, 김시현, 최연하** |

|  |  |
| --- | --- |
| **2. 요약**  만화나 '짤'의 번역에 있어 기존 방법은 비효율적이었다. 사이트에서 번역된 작업물을 찾거나 구글 이미지 번역, 빅스비 비전을 사용했지만, 문어체나 부적절한 존댓말이 사용되거나 번역된 텍스트가 그림을 가리는 문제가 있었다. 이를 해결하기 위해 이미지 캡셔닝 신경망을 사용해 상황에 맞는 설명을 생성하고, 이를 ChatGPT와 같은 LLM에 넣어 자연스럽고 정확한 번역을 시도했다. 또한, 번역된 텍스트가 그림을 가리면 번호를 넣고 공간을 만들어 문제를 해결했다. FastAPI를 사용해 API로 제작했지만, 버전 1에서는 수직 일본어를 인식하지 못하는 문제를 겪었다. Manga-OCR을 적용했으나 텍스트가 강조된 이미지에서만 잘 작동했고, 이를 해결하기 위해 Poricom 오픈소스를 발견해 수정 후 버전 2 프로그램을 제작했다. | **3. 대표 그림**    그림 1. 버전 1 프로그램    그림 2. 버전 2 프로그램 |

|  |
| --- |
| **4. 서론**  만화나 소위 ‘짤’을 찾아보면 대부분이 일본어나 영어로 되어 있다. 예를 들면 ‘pixiv’라는 사이트에서 대부분의 만화가 일본어 또는 영어로 되어 있다. 그러다 보니 ‘아카라이브’와 같은 사이트에서 번역가가 직접 번역한 작업물을 찾아서 보거나 ‘pixiv’내의 한국어판을 결재해서 보곤 했다. 하지만 이는 너무 비효율적인 방법이다. 자료를 찾느라 시간도 많이 들고, 비용도 많이 들고, 심지어 번역된 작업물이나 한국어판이 아예 없는 경우도 존재했다. 그래서 구글 이미지 번역이나 빅스비 비전을 이용해서 번역을 시도했지만 이 역시 문제가 존재했다. 둘 다 구글 번역을 이용해서 번역을 하는데 대화 상황임을 인지하지 못해 구어체가 아닌 문어체로 번역되거나 상황에 맞지 않게 존댓말이 나오기도 한다. 그리고 한글로 번역한 내용이 그림을 가리는 경우도 종종 있었다. 이러한 문제를 해결하기 위해서 현재 제공되고 있는 서비스의 뼈대를 비슷하게 가져가되 이미지를 설명하는 문장을 만들어내는, 즉 image captioning을 하는 신경망을 이용하여 상황에 대한 설명과 문장을 ChatGPT와 같은 LLM에 넣어 번역의 자연스러움과 정확도를 높여 문제를 해결했다. 번역된 문장이 그림을 가릴 경우 말풍선에 번호를 넣고 만화 밑에 공간을 생성하여 번호와 번역 내용을 넣어주는 방식으로 문제를 해결했다. 파이썬의 FastAPI를 통해 API로 제작했다. 하지만 이 버전 1 프로그램은 수직으로 된 일본어는 OCR 모델이 인식하지 못하는 문제가 있었다. 그래서 Manga-OCR이라는 오픈소스를 찾아서 적용했지만 이 모델은 텍스트 영역이 강조된 이미지에서만 잘 작동하기에 인식이 잘 되지 않았다. 따라서 Poricom이라는 PyQt로 된 만화 번역 프로그램 오픈소스를 발견했고 GUI는 잘 구현되었지만 모델 변경, 번역 등 기능에 결함이 있어 이를 수정해서 버전 2 프로그램을 제작했다. |

|  |
| --- |
| **5. 본론**    버전 1 프로그램은 글자를 추출하는 부분, 이미지가 어떤 상황인지 분석하는 부분, 추출된 글자를 한국어로 번역하는 부분, 번역된 결과를 이미지에 반영하는 부분으로 나뉜다.  글자를 추출하는 부분을 구현하기 위해서 PaddleOCR과 Manga-OCR 오픈소스를 활용했다. 이미지가 어떤 상황인지 분석하는 부분을 구현하기 위해서 Hugging Face의 Image captioning 모델을 활용했다. 추출된 글자를 원하는 언어로 번역하는 부분은 ChatGPT API를 활용했고 번역된 결과를 이미지에 넣는 부분은 Open-CV와 Pillow를 활용했다.  글자를 추출하기 위해서 OCR 기술을 활용하기로 했고 OCR 오픈소스인 PaddleOCR을 사용해서 영어와 일본어를 인식하도록 했다. 실제로 일반적인 문서 사진에서 실제로 글자 인식에 성공했다. 텍스트가 있는 영역을 스스로 판단하여 정하고 텍스트 인식을 했고 정한 영역에 대한 픽셀 값도 잘 반환했다. 하지만 문제점이 존재했는데 수직으로 된 일본어는 인식 못하는 문제점도 존재했다. 수직 방향 글이 있는 말풍선 영역을 글자 영역이라고 판단하지 못하고 그에 따라 텍스트 인식도 못했다. 이를 해결하고자 깃허브에서 Manga-OCR이라는 오픈 소스를 찾았다. 이 오픈소스는 일본어를 수직, 수평 방향 둘 다 인식할 수 있는 라이브러리이다. 테스트 결과, 수직 및 수평 방향 둘 다 인식이 가능함을 확인했다. 하지만 이 오픈 소스도 문제점이 존재했는데 텍스트가 있는 영역을 잘 분별하지 못한다는 점이었다. 즉, 그림의 상당 부분을 텍스트가 존재하도록 잘라주어야 텍스트를 인식했다.  이미지가 어떤 상황인지 분석하기 위해서 TensorFlow의 오픈소스를 사용하기로 했다. 구동되는 TensorFlow 버전을 설정한 후 테스트 결과, 주변 환경과 특정 인물 또는 사물에 대한 설명이 잘 나왔다. 하지만 문제가 존재했다. 이 오픈소스는 MobileNetV3Small 모델을 통해서 이미지를 분할하여 전처리된 데이터(캡션)을 얻고 이를 2-layer-transformer-decoder에 넣어 전체 문장을 만드는 구조이다. 그런데 각 모델의 레이어가 커스텀 레이어라 직렬화(객체나 데이터를 저장하거나 네트워크를 통해 전송할 수 있도록 변환하는 과정)가 되어 있지 않았고 각 레이어 클래스에 get\_config() 메소드를 넣어서 직렬화를 시도했지만 실패했다. 그에 따라 다른 코드와 연결이 원활히 이루어지지 않았다. 그래서 Hugging Face라는 인공지능 모델 관련 오픈 소스 커뮤니티에 들어가서 관련 자료를 찾아봤고 위의 TensorFlow 모델(ViT)이 모듈로 구현된 것을 발견했다. 또한 이를 COCO 이미지 데이터로 학습시킨 오픈소스를 발견하여 이를 최종적으로 사용했다. 하지만 버전 문제가 있어 이미지 처리를 위한 모듈(ViTImageProcessor)을 하위 버전 AutoFeatureExtractor로 교체하여 프로젝트에 활용했다.  추출된 언어를 한국어로 번역하는 것은 ChatGPT API를 활용했다. 가장 성능 좋은 LLM으로 알려져 있고 공식 사이트에 API를 활용하는 방법에 대해 자세한 설명이 있어 구현하기도 쉽고 다른 코드와 연결하기도 수월해 이를 활용했다.  번역된 결과를 이미지에 반영하는 부분은 Open-CV와 Pillow 라이브러리를 활용했다. PaddleOCR은 텍스트를 감지하면 그 근처에서 사각형을 형성하고 상단 좌측, 상단 우측, 하단 우측, 하단 좌측 순으로 픽셀값을 준다. 사각형 높이에 해당하는 값을 글자 크기로 잡고 글자가 시작할 부분도 픽셀값 계산을 통해 지정하면 한글로 번역한 것을 본래 글이 있던 위치에 추가할 수 있었다. 그런데 확실히 텍스트가 범위를 넘어가는 경우가 있어 Pillow를 통해 여백을 사진에 추가하여 텍스트를 넣는 방식도 구현했다.  하지만 프로그램을 테스트했을 때 원하는 만큼의 성능이 나오지 않았다. PaddleOCR은 글이 수직으로 있을 때 인식하지 못하고 Manga-OCR은 텍스트가 작거나 여러 개 있으면 인식을 못하는 문제가 있었다. ImageCaptioning 부분에서 ViT 모델이 정밀한 부분까지 설명 못하는 문제가 있었고, 그에 따라 ChatGPT가 번역 시 높임말, 문어체 사용 등 여러 문제가 있었다.    그래서 인식 못함 문제를 개선하기 위해서 깃허브를 탐색했고 Poricom이라는 오픈소스를 발견했다. PyQt를 기반으로 만들어진 만화 번역 컴퓨터 프로그램이다. OCR 모델로 traineddata 파일이 포함된 tesserocr과 Manga-OCR이 사용되었고 번역에는 ChatGPT API, DeepL API이 사용되었다. 그래서 이를 기반으로 버전 2 프로그램을 만들었다. 하지만 이 오픈소스는 문제가 많았다. 우선 OCR 모델 교체 GUI는 존재했으나 기능이 작동하지 않았다. 따라서 Manga-OCR만 사용할 수 있었고 일본어만 추출할 수 있었다. 또한 번역 API 선택 GUI는 존재했으나 기능이 구현되지 않았다. 알고 보니 windows/base.py에서 모델과 API 교체 부분을 return이 되어 있어서 교체가 일어나지 않았다. 따라서 이를 수정하고 API 보내는 주소에도 문제가 있어 적절한 ChatGPT 주소를 넣어서 구동이 되게 만들었다. 이후 Hugging Face의 ViT 오픈소스를 클래스 형태로 변형한 후 프로그램과 연결했고 모델의 반환값을 ChatGPT API 프롬프트 부분에 추가했다. 그런데 ImageCaptioning 시 많은 시간이 들어서 components/settings/translate.py에 EnableImage라는 항목을 만들어서 시간 단축을 위해서 ImageCaptioning을 비활성화할 수 있도록 만들었다. 그리고 그에 따라서 프롬프트도 변하도록 만들었다. |

|  |
| --- |
| **6. 결론**  버전 1 프로그램의 개선점은 다음과 같다. PaddleOCR이 수직으로 된 글도 인식할 수 있도록 모델을 수정하거나 글이 있는 영역을 잘라 반환하는 모델을 Manga-OCR에 더하는 방법 등 OCR 모델의 글자 인식률을 높이도록 해야 한다. ChatGPT보다 번역에 특화된 LLM을 사용하여 번역의 질을 높여야 하고 ImageCaptioning을 정교히 하기 위해서 인물의 특징, 표정으로 상황을 면밀히 해석하거나 만화 줄거리를 기반하여 좀 더 정확한 상황 설명을 하도록 해야 한다. 또한 API 속도 향상을 위해서 이미지 처리 부분의 최적화가 필요하다.  버전 2 프로그램의 개선점은 버전 1과 마찬가지로 ChatGPT보다 번역에 특화된 LLM을 사용하여 번역의 질을 높여야 하고 ImageCaptioning을 정교히 하기 위한 작업을 하는 것이다. |
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